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2 3 =2 1

Exercice 1 A=1[1/2 3 -1/2 En posant U; = [ 1 |, on voit que Ey(A) = Vect(U;) est de dimension 1.
-1 3 1 1

1. (a) On calcule le polynome caractéristique de A sous forme factorisée :

2-X 3 —2
xa(X) =det(A - X Is) =|1/2 3-X -1/2
-1 3 1-X
3—-X 3 -2
=3-X 3-X —1/2 Ci+Ci+Cy+C4
3—-X 3 1-X
3—-X 3 -2 Lo < Loy — Ly
=0 X 3R Ly« Ls— L
0 0 3-X s
=-X(3-X)? dét. d’une matrice triangulaire

Donc A admet deux valeurs propres réelles : zéro de multiplicité 1 et A = 3
de multiplicité 2.

2 3 =2 1 0
(b)y AUy=1[1/2 3 -1/2 0l=10]=0-Up
-1 3 1 1 0
1
Donc Uy € Ker(A) ce qui revient a dire que Uy = | 0 | est un vecteur propre
1
de A, associé a la valeur propre zéro.
x
(c) @ On rappelle que A=3. OnposeU = |y | €Ms51(R)
z
2z 4 3y — 22 =3z
Ue€E;A) < AU =3U = qz/24+3y—2/2 =3y
—r+3y+z =3z
—x+3y—2z =0 {$+3y22_0
= qx/2—-2z/2 0
—r+ 3y — 2z 0 e

e Comme la valeur propre 0 est de multiplicité 1, le sous-espace propre as-
socié a 0, qui est aussi le noyau de A, est de dimension 1 :

Ey(A) = Ker(A) = Vect(Up)

La somme des dimensions des deux sous-espaces propres de A est égale 2
qui n’est pas 'ordre de A. On en déduit que ‘ A n’est pas diagonalisable |

2. Soit f 'endomorphisme de R? tel que A = Matg, (f).

(a) e On doit avoir f(e1) =(0,0,0) , f(e2) =Xea et f(es) =2+ Aes.
Donc €1 est un vecteur propre de f associé & la valeur propre zéro : on

choisit | g1 = (1,0,1) | De méme e est un vecteur propre de f associé a la

valeur propre A : on choisit |eo = (1,1,1) |

e Il reste a choisir 3. Posons €3 = (x,y, 2)
x x
Alors f(ez) =ea+A-eg <= Aly | =U1+ M|y
(z z
x —r+3y—2z = 1
= (A-3L)|y| =U; = x/2—2/2 = 1
z {9:+3y2,z =1
—x+3y—2z = 1 r=z+2
<:>{ rT—z = 2 <:}{—2—2—&—3y—22=1
r=z+2
= y=z+1 On choisit de prendre e5 = (3,2, 1)

=z

e Montrons que la famille & = (1, €2, £3) est une base de R? en calculant
son déterminant dans la base canonique .

1 3 11 3

[N}
I
o
[t
[\

1
detggo(El,EQ,E?,): 0 1
1 1 1|fetemlvlg o 9

=1x1x1x(=2)=-2#0
(b) D’aprés la formule de changement de base appliquée a 'endomorphisme f,

en notant P la matrice de passage de la base canonique %, vers la «nouvellex»
base £ :
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{3a+6=7 :>{3a+627 . {3a=7—5 {3a:6
Matg(f) = P~ 'Matg, (f) P c'est-a-dire T = P AP 9o+ 65 = 24 3a+20=8 LyL,-L, | B=1 p=1

1 1 3
avec P=10 1 2
1 1 1

(c) On déduit de la question précédente que A = PT P~}
puis que Vn € N, A" = PT" P~}

0 0 0
3. Posons D = diag(0,\,\) et N=10 0 1
0 0O

Alors T = D + N et on vérifie, par des calculs de produits de matrices, que
ND =AN = DN et que N? = 0.

On en déduit que pour tout entier k > 2, N¥ = 0.

Puisque les matrices D et N commutent, on obtient par la formule du binéme de
Newton (n € IN*) :

1

T — (D +T>n _ Z (Z)Dn—ka _ Z (Z) Dn—ka — D" + (;") Dn—lN

k=0 k=0
0 0 0
=D"4nD"IN=D"4+nA"IN=(0 A\ nA"!
0 0 A"
Un
4. On pose, pour tout n € N, X,, = | v,
Wn,
U1 2’LL() + 31)(] — 2'10() 7
(a) Xo=|[ v | = |uw/24+3vg—we/2| = |4
w1 —ug + 3vg + wy 1

Ug = 2uy +3v; — 2wy =14+ 12 — 2 = 24.
() Xpp1=AX, don X, =A"X,=PT" P! Xy d’aprés 2.(c)
(c) On admet que 3 (o, 3) € R?; Vn € N*, w, =a3"+3n3"!

Pourn=1:u =a3'+8x1x3"'=3a+p
Pourn=2:uy=a3’+8x2x3*1=9a+684.

Finalement ‘Vn e N*, u, =2x 3" +n3"! ‘




Corrigé final - MT3FI

LE 13/01/2025 Page 3/4
Exercice 2 @ est donc un produit scalaire sur E.
o RE 1 1 , e .
1. Posons, pour tout n € N, u,, = on- Alors, pour tout n > 1, u, > 0. De plus, 3. 8o = w1117 2 (somme d'une série géométrique de raison ).
pour tout n € IN*, n=0 2
g e S AN | 1 1

o n * * S = — == = ==-X——-—==x4=2 (ot l'on a utilisé¢ le

un+1:(n—|—1) ><2—:} n+1\" 1 1+l R 1<1. 1 SETD n(2> 2 =1p 2 (ot 'on a utili

Uy, on+1 ne 2 n 2 n) n—too 2 n=0

nOé
D’aprés le critére de D’Alembert, la série Z on est absolument convergente,

donc convergente.

2. Soit (P,Q,R) € E® et A € R.

+0o too
o Symétrie : p(Q,P) = 3= > 5 Qn)P(n) = Y P(n)Q(n) = ¢(P.Q).
n=0 n=0
e Bilinéarité :
400
PP QR) = Y 5 (\P(n) + Q)R(n)
n=0

400 1 1
= ¥ Ao P(n)R(n) + 5. Q(n)R(n).
n=0

1 1
Les séries Z Q—nP(n)R(n) et Z Q—HQ(n)R(n) étant convergentes, on a, par

linéarité :
+o0 1 400 1

PAP+Q.R) =AY oo P()R(n)+) _ o-Q(n)R(n) = \p(P, R)+¢(Q, R).
n=0 n=0

@ est donc linéaire & gauche. Par symétrie, ¢ est aussi linéaire a droite, donc

bilinéaire.
+oo 1
e Positivité : o(P,P) = Z 2—nP2 (n) > 0 (la somme d’une série convergente
n=0

a termes positifs est positive).
+oo
o aps 1,
e Caractére défini : (P, P)=0= Z 2—nP (n)=0=
n=0

1
Vn e N, 2—nP2(n) =0=Vn NN, P*(n) = V¥n €N, P(n) =0.

Le polynéme P admet une infinité de racines, il s’agit donc du polynéme
nul. Donc ¢(P,P) =0= P = 0g.

4.

résultat du cours sur la somme d’une série géométrique dérivée).

(a) Posons P = X% —aX — b, avec (a,b) € R?
P11 =
e e =0
PLX o(P,X) =0

par kgarité QD(XQ, 1) — acp(X, 1) - b(p(l, 1) =0 Sia+bSy = So
O(X?% X) —ap(X,X) —bp(X,1) =0 Saa + S1b = S3

2a+2b=06 LowLo—L, JGa+b=3 a=2>5
<~ <
6a + 2b = 26 4a = 20 b=-2
Ainsi, P = X? — aX — b est orthogonal & 1 et & X si et seulement si
(a,b) = (5, —2).
(b) Rappelons que le projeté orthogonal pp(X?) de X? sur F = Vect(1, X) est

Pp(X?) e F

X2 —pp(X?) e F*
Soit @ = 5X —2. Alors Q € F. D’autre part, d’aprés la question précédente,
X?2_-QLlet X2—Q L X. Donc X2 —Q e F+. On en déduit alors que
pr(X?) =Q=5X -2

(¢) Soit d(X?, F) la distance de X2 a F. Alors

caractérisé par {

d(X? F) = | X* - pp(X?)| = [ X* - 5X +2].
D’aprés le théoréme de Pythagore,

IX? = 5X +2> = X2 - [|5X — 2| = p(X? X?) — p(5X —2,5X —2)
= (X% X?%) —25p(X, X) +20p(X,1) — 4p(1,1)

= S4—255 +208; — 4S5,

= 150 — 150 +40 — 8

32.

La distance recherchée est donc égale a V32 = 4v/2.
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Exercice 3

1. (a) La fonction t — e~ est continue et positive sur [0,+oo[. De plus, par

. ’ — 2 N . N .
croissances comparées, lim t*e”" = 0. D’aprés le critére de Riemann,

li
t—+o0
+oo 5
Iintégrale / e”'" dt est convergente.
0

2 42

<e

sin(wt)e"

(b) Pour tout « € R et tout ¢ > 0, on a Pencadrement 0 <

+oo
D’apreés la question 1. (a), Uintégrale / et dt converge, donc d’aprés
0

le critére de comparaison, les fonctions en présence étant continues et posi-

—+oo
tives sur [0, 4oo], l'intégrale / ‘sin(xt)e*t2 dt est convergente. Ainsi,
0

—+oo
I'intégrale / sin(a:t)e*tz dt est absolument convergente, donc conver-

0
gente.

2. Soit A > 0. Posons u : t + cos(zt), v'(t) = te™"". Alors u'(t) = —xsin(xt) et
1
u(t) = — et (par exemple). Les fonctions u et v sont de classe C* sur I'intervalle

[0, A]. Par intégration par parties, on a

A 2 1 4 A 1,
/ teos(zt)e” " dt = |—=cos(zt)e | — / (—xsin(zt)) [ —=e™ | dt
0 2 o Jo 2
1 1 A
= —= cos(a:A)e_A2 +- - E/ sin(a:?f)e_1t2 dt (%)
2 2 2 )
1 _A2 67A2
Or, pour tout z € R et tout A > 0, 0 < —5 cos(zA)e < 5 Comme
— A2
. (& . 1 _A2
lim —— =0, par encadrement, on a lim —= cos(zA)e = 0.
A—too 2 A—+oo
En passant a la limite lorsque A tend vers +oo dans ’égalité (%), on obtient, pour
tout x € R : )
x
S'(x) = = — =S(x).
(2) = 5 - 35()

x

3. (a) L’équation homogene associée a (E) est (H) : y' + SV = 0. Une primitive
2
x x

sur R de la fonction z — 5 est z — I D’aprés le cours, ses solutions sont

les fonctions de la forme yy : = +— )\e_xz/‘l, ou A € R.

(b) La fonction t e’/ est continue sur R. D’aprés le théoréme fondamental
x
de l'analyse, la fonction ® : x — / e!’/4dt est dérivable sur R, et pour
0
tout z € R, ®'(z) = e’ /4,

La fonction f est donc dérivable sur R comme produit de fonctions dériv-
ables, et pour tout x € R,

1 ¥ 1
flx) = EX(—ge_IQ/‘L)/O et2/2dt—|—§e_zz/4em2/4

— _E —x2/4 * t2/2dt 1
1° /0 ¢ t3

1

f(x)+§.

x
2
Ainsi, pour tout = € R,

I'(@) + 51 (@)

et f est une solution de (F).
(c) D’apres le cours, les solutions de (F) sur R sont les fonctions de la forme
YT Ae @ /4 4 f(x), ou A € R.

257

4. D’aprés la question 2., la fonction S est solution de I’équation différentielle (E)
sur R.

+oo +oo
De plus, S(0) = / sin(O)e_t2 dt = / 0dt = 0. Ainsi, S est 'unique solu-
0

0
tion du probléme de Cauchy

! + T _ 1
YTV =a
y(0) =0
1l existe donc un réel X tel que, pour tout x € R,
S(z) = Ae~T /4 4 f(z).

De plus, on a les équivalences :

S(0) =0 <= X" + f(0) =0 <= A

Il

|
-
—
=
~—

I
o

On en déduit que, pour tout = € R,




